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Motivation and context

Balancing act in ML4H
Exploratory excitement and rigorous assessment of efficacy and
safety

A smorgasbord of guidelines
STARD-AI [Sou+20], CONSORT-AI [Liu+20], SPIRIT-AI
[Liu+20], Focus Group on Artificial Intelligence for Health
(FG-AI4H) [Wie+19], FDA [US-19], International Medical Device
Regulators Forum (IMDRF) [IMD19], implications [He+19], data
[Geb+18], model development [Mit+19]; [Sen+20], ...

Paper-to-practice gap
Abstract guidelines are available but they are not being applied
routinely −→ lack of feedback and harmonization, process vacuum
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Use cases

Diabetic retinopathy Alzheimer’s disease Leukemia

retina images structured data single-cell images
224× 224 1× 16 400× 400

CNN Gradient Boosting CNN

binary classif. binary classif. multi-class classif.
(retinopathy yes/no) (AD and CN) (15 morph. categories)



Results - Diabetic retinopathy

I Individuals with 30+ years of diabetes were underrepresented (n=6), unfair FNR and FOR
distributions were found for the age groups of 70, 60-69, 40-49 and unknown

I Model does not focus on relevant image elements such as arteries
I Low entropy score distribution for misclassifications under JPEG compression



Results - Alzheimer’s disease

I FNR and FOR unfairness was indicated for 50-59 year old individuals, the age group of 50-59
years comprised only 7 individuals

I Age or gender features were never anchoring conditions, SHAP value for age in the group 50-59
years was pushing the prediction towards a positive prediction

I Low entropy score distribution for misclassifications under lognormal noise, challenge of
meaningful perturbations



Results - Leukemia
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Correct model output predictions

approximated density - 53 correct classifications
severity 0 - 50 correct classifications
severity 2 - 50 correct classifications
severity 4 - 51 correct classifications
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Incorrect model output predictions

approximated density - 20 incorrect classifications
severity 0 - 23 incorrect classifications
severity 2 - 23 incorrect classifications
severity 4 - 22 incorrect classifications

0.2 0.4 0.6 0.8 1.0 1.2

Softmax output predictions
0

1

2

3

4

5

6

7

No
rm

al
ize

d 
fre

qu
en

cy

All model output predictions

approximated density
severity 0
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severity 4

Jpeg compression perturbation for each severity

I No bias assessment with aequitas possible as no metadata was available
I Model learned to focus on the leukocyte’s nucleus and cytoplasm, while ignoring erythrocytes

and other background structures
I JPEG compression increased output confidence of misclassifications, which may reflect the

general calibration behaviour of the network type [Guo+17]



Reporting

 

 

Data   Specification   Sheet  
Data   Source   Database  

Data   Acquisition/   Sensing   Modality   Fundus   camera   image  

Data   Acquisition   /   Sensing   Device   Type   Fundus   camera  

Data   Collection   Place   Chennai,   India  

Data   Collection   Period   2017—2018  

Data   Collection   Author(s)   /   Agency   Medindia4u.com   Pvt.   Ltd.   India  

Data   Collection   Funding   Agency   Medindia4u.com   Pvt.   Ltd.   India  

Data   Sampling   Rate   --  

Data   Update   Version   --  

Data   Dimension   299x299   pixel   matrix  

Data   Sample   Size   82010   images  

Data   Type   Image   (Fundus   camera)  

Data   Resolution   /   Precision   Image   Resolution:   2   to   5   Megapixels.  

Data   Privacy   /   De-identification   Protocol  
● Anonymised   datasetswere   used  
● Informed   consent:   Subjects   were    informed   about   theintended  

purpose   of   data   use   

Data   Safety   &   Security   Protocol  
● Storage   on   secure   servers  
● Used   SSL   for   all   web   access  
● Followed   best   practices   for   data   privacy   and   security  

Data   Assumptions/  
Constraints/Dependencies  

● 10   –   20%   of   images   are   non-gradable   –   ie   out-of-focus,   incorrect  
illumination,   etc  

● Input   data   include   subpopulation   variations   in   terms   of   Age:  
different,    Gender   :   M   /   F   ,   Ethnicity   :   mostly   Indian  

● input   data   was   representative   of   variations   in   data   acquisition  
modality   in   terms   ofdifferent   models   of   Fundus   Cameras   

● No   ‘missing   data’   found   for   any   predictor   variable  

Data   Exclusion   Criteria   Images   that   were   non-gradable   were   discarded   for   ML   model  
training  

Data   Acceptance-Standards   Compliance   --  

Data   Pre-processing   Technique(s)   ● A   separate   ML   model   to   identify   non-gradable   images   was   used   to  
remove   these   from   the   data  

● Images   were   resized   to   299x299   pixel   matrix   and   normalized   using  
Imagenet   mean   and   std   deviation  

Data   Annotation   Process   /   Tool   Images   are   labeled   with   the   DR   severity   levels   by   various  
ophthalmologists  

Data   Bias   &   Variance   Minimization  
Technique  

Validation   loss   was   trackedand   compared   with   training   loss   to  
ensure   bias   and   variance   were   minimized   during   training.   Techniques  
included   data   augmentation,   regularization   and   dropout.   

Train:   Tuning(validation)   :   Test   (evaluation)  
Dataset   Partitioning   Ratio  

The   total   dataset   size   of   4240   images   was   split   80%   for   training   and  
20%   for   validation  

Data   Registry   URL   Private   -   not   published  

 

 

 

 

ML   Model   Specification   Sheet  
Model   Name   Xtend.AI’s   Binary   DR   model  

Model   Version   Ver-4.0  

Model   Task   Image   classification  

Model   Target   User   Group   Ophthalmologists  

Model   Target   Patient   Group   Model   is   potentially   applicable   to   screening   of   all   population  
subgroups  

ModelAlgorithm   Type   CNN   (Resnet   101)  

Model   Output   Type   ● 2   disease   classes(   Normal&   DR)  
● Probability   of   disease   class  

Model   Evaluation   Metric(s)   ● Accuracy  
● Sensitivity  
● Specificity  
● F1   Score  
● AUROC   (Area   Under   ROC   Curve)  

Model   Optimal   PerformanceConfiguration   For   validation   data  
● Accuracy     -   0.90  
● Sensitivity    -0.90  
● Specificity    -   0.90  
● F1   Score     -0.91  
● AUROC      -   0.96  

Model   Assumptions/  
Constraints/Dependencies  

Model   optimized   for   use   in   Indian   clinical   settings  

Model   Development   Toolkit   JupyterPytorch,   Fastai  

Model   Developer   Xtend.AI  

Model   Development   Period   June   2019   –   Aug   2020  

Model   Registry   URL   Private   -   not   published  

Model   License   Proprietary  
   

 

 

 

ML   Model   Summary   Findings  
Context   Applicability   As   an   “   assistive   tool   “   for   screening   of   Diabetic   Retinopathy   

Clinical   Implications  

● Model   serves   as   a   tool   for   early   detection   of   Diabetic  
Retinopathy(   DR)   in   clinical   /   primary   care   setting  

● Model   can   be   used   to   reject   non-gradable   and   this  
reduces   sampling   errors   and   frees   the   clinician   from  
looking   at   non-gradable   images  

● Model   can   be   used   to   prioritize   the   cases   at   higher-risk  
and   refer   them   to   a   clinician  

● Model   performance   is   comparable   to   the   performance  
scores   or   the   level   of   competence   of   the  
clinician/specialist/user   in   the   clinical   setting   

Benefits    -TBD-  

Clinical   Integration   Costs   -TBD-  

Response   Time   /   Latency   -TBD-  

Efficiency  

Model   can   be   used   to   reject   non-gradable   images   –   which  
typically   represent   10   –   20%   of   the   input   dataset.   This   can  
increase   efficiency   by   reducing   sampling   errors   and   freeing  
the   clinician   from   looking   at   non-gradable   images  

Assumptions  

● For   DR   screening,   ,   ML   model   outcome   would   be  
prioritized   for   ‘   avoiding   false   negatives’  

● Relevant   subgroups   were   represented   in   the   evaluation  
dataset  

Harms   -TBD-  

Side-effects   -TBD-  

Safety   Implication   ● Stored   on   secure   servers.   
● Used   SSL   for   all   web   access  

Risks   Considered   but   unknown  

Value   proposition   /   Strengths  

● Patients   and   clinicians   were   involved   during   the   ML  
algorithm   acceptance   and   adoption   stage  

● Clinicians   were   involved   in   evaluating   ML   model  
performance  

Weaknesses/   Limitations   Model   trained   on   data   from   Indian-make   fundus   cameras  
only  

Generalisability  
Model   optimized   for   use   in   Indian   clinical   settings   and  
conforms   to   its   local   laws   and   regulations   only.   This   should  
be   taken   into   account   when   applying   the   model   elsewhere.  

User   Rating   (scale)   -TBD-  

Tradeoffs   -TBD-  

Caveats  

● As   the   ML   model   is   trained   on   data   from   Indian-make  
fundus   cameras   and   optimized   for   use   in   Indian   clinical  
settings   ,   it   may   need   to   be   retrained   if   used   for   a   different  
health   environment  

● Tool   is   intended   to   assist   in   diagnosis   and   not   as   a  
replacement   for   a   clinical   diagnosis  

Recommendations   The   ML   model   should   only   be   used   to   assist   in   detection   of  
DR   and   not   as   a   replacement   for   professional   diagnosis  

Extensibility   to   other   settings   -TBD-  
 

 

 

Full report cards can be accessed under identifier
FGAI4H-J-049-A01 at

https://extranet.itu.int/sites/itu-t/focusgroups/ai4h/SitePages/Home.aspx

https://extranet.itu.int/sites/itu-t/focusgroups/ai4h/SitePages/Home.aspx


Discussion

What we need
I Keep assessment frameworks flexible to accommodate

dependencies wrt data, model and task
I Maintain meta-information for datasets to enable bias, fairness

and robustness analysis
I Domain-specific synthesis of meaningful robustness testing

data

Next steps

I Towards in-silico testing of clinical endpoints
I Expanding audits to more use cases
I Automation of audit process through an assessment platform



Call for Collaboration

http://www.itu.int/go/fgai4h

(1) Have your use case audited

I FG-AI4H already has 20+ use case groups

(2) Become an auditor

I Write papers with us analyzing vulnerabilities of ML4H models
I Join one of the specialized research projects (e.g. development

of automated assessment platform, measurement specific
robustness benchmarks, OOD data and generalization)

Contact me ,
luis.oala@hhi.fraunhofer.de

https://forms.gle/BwdGP98hvKSRYBxy8
luisoala.github.io

http://www.itu.int/go/fgai4h
luis.oala@hhi.fraunhofer.de
https://forms.gle/BwdGP98hvKSRYBxy8
luisoala.github.io
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